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ABSTRACT
We propose a multi-stock automated trading system that relies on a layered structure consisting of a machine learning algorithm, an online learning utility, and a risk management overlay. Alternating decision tree (ADT), which is implemented with Logitboost, was chosen as the underlying algorithm. One of the strengths of our approach is that the algorithm is able to select the best combination of rules derived from well-known technical analysis indicators and is also able to select the best parameters of the technical indicators. Additionally, the online learning layer combines the output of several ADTs and suggests a short or long position. Finally, the risk management layer can validate the trading signal when it exceeds a specified non-zero threshold and limit the application of our trading strategy when it is not profitable.

We test the expert weighting algorithm with data of 100 randomly selected companies of the S&P 500 index during the period 2003-2005. We find that this algorithm generates abnormal returns during the test period. Our experiments show that the boosting approach is able to improve the predictive capacity when indicators are combined and aggregated as a single predictor. Even more, the combination of indicators of different stocks demonstrated to be adequate in order to reduce the use of computational resources, and still maintain an adequate predictive capacity.
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1 Introduction

The major stock exchanges such as NYSE and NASDAQ are transforming their markets into electronic financial markets. Many traders in these markets must rely on automated trading systems in order to process large amounts of information and make instantaneous investment decisions.

The early automated trading systems embedded classical artificial intelligence approaches such as expert systems, neural networks and genetic algorithms (see Trippi and Turban [56] and Trippi and Lee [55] for a review of these systems).

Generally, the current automated trading systems include a backtest or simulation module. In this respect, the models developed by the agent-based perspective could be useful to explore new ideas without risking any money. The Santa Fe stock market model\(^1\), has inspired many other agent-based financial market models such as Ehrenreit\(\text{\cite{22}}\) that is based on the Grossman and Stiglitz model\(\text{\cite{36}}\). In the Santa Fe stock market agents can classify and explore several forecasting rules that are built using genetic algorithms. Many of the models built in this perspective test the performance of agents or algorithms that have unique characteristics. For example, Lettau\(\text{\cite{44}}\) builds an agent-based financial market using simple agent benchmarks based on genetic algorithms; Gode and Sunder\(\text{\cite{34}}\) develop a double action market using zero intelligence traders; Arifovic\(\text{\cite{3}}\) builds a model of the foreign exchange market using genetic algorithms; Routledge\(\text{\cite{49}}\) extends the basic framework of Grossman and Stiglitz\(\text{\cite{36}}\) with agents that can learn using genetic algorithms; Chan et al.\(\text{\cite{12}}\) and Chan\(\text{\cite{13}}\) use the artificial market framework to explore the behavior of different trading approaches and their microstructure impact. The application of the Ising model\(\text{\cite{37}}\) to financial markets has led to several versions of the spin model where a sell position is a spin-up and a buy position is a spin-down. Prices are determined by the aggregation of traders’ positions.\(^2\)

These agent-based models are useful for simulation, however they do not automate the trading functions. On the contrary, Seo et al.\(\text{\cite{50}}\) and Decker\(\text{\cite{18}}\) describe a multi-agent portfolio management system that automatically classifies financial news. In this line of research, Thomas\(\text{\cite{53}}\) combines news classification with technical analysis indicators in order to generate new trading rules. Lavrenko et al.\(\text{\cite{39}}\) describe a system that recommends news stories that can affect market behavior. This is a special case of activity monitoring task as suggested by Fawcett and Provost\(\text{\cite{27}}\). In a similar way as fraud detection systems operate, activity monitoring generates alarms

\(^1\)For a presentation of the Santa Fe stock market model see Arthur et al.\(\text{\cite{4}}\), LeBaron et al.\(\text{\cite{11}}\), and a later version at Lebaron\(\text{\cite{43}}\). Lebaron\(\text{\cite{40}}\) has also a general review of papers in the area of agent-based finance.

\(^2\)Bornholdt\(\text{\cite{8}}\) modified this model introducing an anti-ferromagnetic coupling between the global magnetization and each spin, as well as a ferromagnetic coupling between the local neighborhood and each spin.
when an unusual event happens. These signals try to recognize when the trend of the market is positive, and therefore can generate new trading signals. Wuthrich et al. [58] and Cho, Wuthrich, and Zhang [15] weights keywords based on its occurrences to predict the direction of major stock indices. Text classification and retrieval applied to finance is still an area under-explored in the literature. However, several investment banks and hedge funds are developing systems to automatically incorporate the impact of daily news into their trading systems. Our current work does not incorporate the news aspect, however the methods used to automate forecasting, trading or the extraction of new indicators are an important antecedent for our work in automated trading systems.

1.1 Trading strategies and technical analysis

Another important line of research in the trading algorithmic literature is the use of learning algorithms to generate trading rules using technical analysis indicators. Technical analysis or technical trading strategies try to exploit statistically measurable short-term market opportunities, such as trend spotting, and momentum, in individual industrial sectors (e.g. financial, pharmaceutical etc.).

The presence of technical analysis has been very limited in the finance literature because of its lack of a solid statistical or mathematical foundation, its highly subjective nature, and its visual nature. In the 60s and 70s researchers studied trading rules based on technical indicators and did not find them profitable [1] [26]. These findings led Fama [25] to dismiss technical analysis as a profitable technique and support the efficient market hypothesis. Part of the problem of the studies during the 60s was the ad hoc specifications of the trading rules that led to data snooping. Ex post specification of rules may have led to biased studies. Recently, Allen and Karjalainen [2] found profitable trading rules using genetic algorithm for the S&P 500 with daily prices from 1928 to 1995. However, these rules were not consistently better than a buy-and-hold strategy in the out-of-sample test periods.

In the last years, there has been a growing interest on applying machine learning methods to formulate trading strategies using technical indicators such as the following: Lo, Mamaysky, and Wang [46], who used nonparametric kernel regression for technical pattern recognition of a large number of stocks for the period 1962 - 1996, found that technical indicators provide incremental information for investors comparing the unconditional empirical distribution of daily stock returns to the conditional distribution on specific technical indicators such as head and shoulders. Moody and Saffell [47] found that a trading system using direct reinforcement learning outperforms a Q-trader for the asset allocation problem between the S&P 500 and T-bill. Dempster et al. [20] compared four methods for foreign exchange trading (reinforcement learning, genetic algorithm, Markov chain linear programming, and simple heuristic) and concluded that a combination of technical indicators using genetic algorithm leads to better performance than using only individual indicators for the foreign exchange market. Dempster and Leemans. [19] reached a similar conclusion using adaptive reinforcement learning. Bates et al. [5] used Watkin’s Q-learning algorithm to maximize profits; these authors compared order flow and order book data, and compared with technical trading rules. They concluded that using order flow and order book data was usually superior to trading on technical signal alone. LeBaron [42] applied bootstrapping to capture arbitrage opportunities in the foreign exchange market, and then used a neural network where its network architecture was determined through an evolutionary process. Finally, Towers and Burgess [34] used principal components to capture arbitrage opportunities.

In this research we follow the tradition of the papers in this section that use machine learning algorithms to find profitable trading strategies, and also build completely automated trading systems.

The rest of the paper is organized as follows: section 2 introduces boosting; section 3 introduces the trading system; section 4 explains in detail the experiments; section 5 presents the results of our trading algorithm, section 6 presents the conclusions and final comments, and the appendix introduces the main investment indicators used in this research.

2 Methods

2.1 Boosting

Adaboost is a general discriminative learning algorithm invented by Freund and Schapire [31].

The basic idea of Adaboost is to repeatedly apply a simple learning algorithm, called the weak or base learner, to different weightings of the same training set. In its simplest form, Adaboost is intended for binary prediction problems where the training set consists of pairs \((x_1, y_1), (x_2, y_2), \ldots, (x_m, y_m)\), \(x_i\) corresponds to the features of an example, and \(y_i \in \{-1, +1\}\) is the binary label to be predicted. A weighting of the training examples is an assignment of a non-negative real value \(w_i\) to each example \((x_i, y_i)\).

On iteration \(t\) of the boosting process, the weak learner is applied to the training set with a set of weights \(w_1, \ldots, w_m\) and produces a prediction rule \(h_t\) that maps \(x\) to \(\{0, 1\}\). \(^4\) The requirement on the weak learner is for \(h_t(x)\) to have a small but significant correlation with the example labels \(y\) when measured using the current weighting of the examples. After the rule \(h_t\) is generated, the example weights are changed so that the weak predictions \(h_t(x)\) and the labels \(y\) are decorrelated. The weak learner is then called with the new weights over the training examples, and

\[^3\]Intuitively, a weak learner is an algorithm with a performance at least slightly better than random guessing.

\[^4\]Mapping \(x\) to \(\{0, 1\}\) instead of \(\{-1, +1\}\) increases the flexibility of the weak learner. Zero can be interpreted as “no prediction.”
the process repeats. Finally, all of the weak prediction rules are combined into a single strong rule using a weighted majority vote. One can prove that if the rules generated in the iterations are all slightly correlated with the label, then the strong rule will have a very high correlation with the label—in other words, it will predict the label very accurately.

The whole process can be seen as a variational method in which an approximation \( F(x) \) is repeatedly changed by adding to it small corrections given by the weak prediction functions. In Figure 1 we describe Adaboost in these terms. We shall refer to \( F(x) \) as the prediction score in the rest of the document. The strong prediction rule learned by Adaboost is sign\((F(x))\).

A surprising phenomenon associated with Adaboost is that the test error of the strong rule (percentage of mistakes made on new examples) often continues to decrease even after the training error (fraction of mistakes made on the training set) reaches zero. This behavior has been related to the concept of a “margin”, which is simply the value \( yF(x) \) (Schapire et al. 1998). While \( yF(x) > 0 \) corresponds to a correct prediction, \( yF(x) > a > 0 \) corresponds to a confident correct prediction, and the confidence increases monotonically with \( a \).

followed by Collins, Schapire, and Singer (1999) suggested a modification of Adaboost, called Logitboost. Logitboost can be interpreted as an algorithm for step-wise logistic regression. Figure 2 describes Logitboost using notation similar to the one used in Figure 1. Some successful and popular way of using boosting is to combine it with a decision tree learning algorithms as the base learning algorithm (Friedman et al. 2000). We use boosting both to learn the decision rules constituting the tree and to combine these rules through a weighted majority vote. The form of the generated decision rules is called an alternating decision tree (ADT) (Breiman et al. 1984). In ADTs each node can be understood in isolation.

We explain the structure of ADTs using Figure 3. The problem domain is corporate performance prediction, and the goal is to separate stocks with high and low values based on 17 different variables. The tree consists of alternating levels of ovals (prediction nodes) and rectangles (splitter nodes) (hence the word “alternating” in the name). The first number within the ovals defines contributions to the prediction score, and the second number (between parentheses) indicates the number of instances. In this example, positive contributions are evidence of high performance, while negative contributions are evidence of corporate financial problems. To evaluate the prediction for a particular company we start at the top oval (0.04) and follow the arrows down. We follow all of the dotted arrows that emanate from prediction nodes, but we follow only one of the solid-line arrows emanating from a splitter node, corresponding to the answer (yes or no) to the condition stated in rectangle. We sum the values in all the prediction nodes that we reach. This sum represents the prediction score \( F(x) \) above, and its sign is the final, or strong, prediction. For example, suppose we had a company for which
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Figure 1. The Adaboost algorithm. \( y_i \) is the binary label to be predicted, \( x_i \) corresponds to the features of an instance \( i \), \( w_i \) is the weight of instance \( i \) at time \( t \), \( h_t \) and \( F_t(x) \) are the prediction rule and the prediction score at time \( t \) respectively.

\[
\begin{align*}
F_0(x) &\equiv 0 \\
\text{for } t = 1 \ldots T \\
w_t^i &= e^{-y_i F_{t-1}(x_i)} \\
&\text{Get } h_t \text{ from weak learner} \\
\alpha_t &= \frac{1}{2} \ln \left( \frac{\sum_{i : h_t(x_i) = 1, y_i = 1} w_t^i}{\sum_{i : h_t(x_i) = 1, y_i = -1} w_t^i} \right) \\
F_{t+1} &= F_t + \alpha_t h_t
\end{align*}
\]

![Figure 2](image2.png)

Figure 2. The Logitboost algorithm. \( y_i \) is the binary label to be predicted, \( x_i \) corresponds to the features of an instance \( i \), \( w_i \) is the weight of instance \( i \) at time \( t \), \( h_t \) and \( F_t(x) \) are the prediction rule and the prediction score at time \( t \) respectively.

\[F_0(x) \equiv 0\]

for \( t = 1 \ldots T\)

\[w_t^i = \frac{1}{1 + e^{-y_i F_{t-1}(x_i)}}\]

Get \( h_t \) from weak learner

\[\alpha_t = \frac{1}{2} \ln \left( \frac{\sum_{i : h_t(x_i) = 1, y_i = 1} w_t^i}{\sum_{i : h_t(x_i) = 1, y_i = -1} w_t^i} \right)\]

\[F_{t+1} = F_t + \alpha_t h_t\]

![Figure 3](image3.png)

Figure 3. LAADR: representative ADT.
This example demonstrates how alternating decision trees combine the contributions of many indicators to generate a prediction. The ADT in the figure was generated by Adaboost from training data. In terms of Adaboost, each prediction node represents a weak prediction rule, and at every boosting iteration, a new splitter node together with its two prediction nodes is added to the model. The splitter node can be attached to any previous prediction node, not only leaf nodes. Each prediction node is associated with a weight $\alpha$ that contributes to the prediction score of every example reaching it. The weak hypothesis $h(x)$ is 1 for every example reaching the prediction node and 0 for all others. The number in front of the conditions in the splitter nodes of Figure 3 indicates the iteration number on which the node was added. In general, lower iteration numbers indicate that the decision rule is more important.

3 The trading system

The trading system is designed to trade stocks and relies on a layered structure consisting of a machine learning algorithm, an online learning utility, and a risk management overlay. ADT, which is implemented with Logitboost, was chosen as the underlying algorithm. One of the strengths of our approach is that the algorithm is able to select the best combination of rules derived from well-known technical analysis indicators and is also able to select the best parameters of the technical indicators. Additionally, the online learning layer combines the output of several ADTs and suggests a short or long position. Finally, the risk management layer can validate the trading signal when it exceeds a specified non-zero threshold and limit the application of our trading strategy when it is not profitable (see Figure 4).

3.1 Layer 1: The machine learning algorithm and its implementation

The basic algorithm that we used is ADT implemented with Logitboost (see section 2.1).

The inputs to the algorithm were a group of well-known technical indicators and investment signals introduced in the appendix: simple and exponential moving average, Bollinger bands, acceleration, momentum, rate of change, moving average convergence divergence, relative strength index, stochastic oscillators, Williams indicator, money flow index, on balance volume, accumulation/distribution line, Chaikin oscillator, negative and positive volume index, and price-volume trend. Additionally, we included the Sharpe ratio as a performance indicator and several measures of volatility such as GARCH, Chaikin, and Garman-Klass volatility. The instances were weighted by the Sharpe ratio. We also included ratios and trading rules suggested by the practice of technical analysis. We calculated these indicators using R and its financial engineering package called Rmetrics.

Our goal was to predict the trend of beta excess returns ($BXRET$) using the above investment signals. $y_t \in [-1, +1]$ is the binary label to be predicted where 1 represents the expectation of a positive beta excess return, and -1 otherwise.

A major problem with the use of technical indicators is their calibration or the adequate selection of their best parameters, as with the optimal number of days to calculate the moving averages used by stochastic indicators or the number of standard deviations used to calculate the Bollinger bands. There are many versions of optimizers such as the “brute force” approach where all the alternatives are tested one-at-a-time, and simulated annealing or genetic optimizers as suggested by Katz and McCormick. In our case, we initially tried one-at-a-time optimization where each parameter was tested with several values while keeping the others constant. We found that this approach was very inefficient because it required too much computer power and time.

The solution that we implemented was the simultaneous recalibration of the technical indicators with several optimizers.

Figure 4. Trading system as a process flow. The inputs of the algorithm are price series that are transformed into technical indicators and trading rules. The first component trains several ADTs (experts) and each of them generates an investment signal. The second layer weights the investment signals of each ADT, and generates a weighted single investment signal for each stock using an online learning algorithm. The third layer filters the weak investment signals, and restricts not profitable trading strategies.

\[ LN\text{MARKETCAP}=6, \text{KS}=0.86, \text{RULEOFLAW}=7.02, \text{PARTOUTBOD}=0.76. \] In this case, the prediction nodes that we reach in the tree are 0.042, −0.7181, 0.583, and 1.027. Summing gives a score of 0.9339, i.e., a very confident indicator that the company has a high market value.

### References

3. Dempster and Leemans [19] for a previous trading system using machine learning algorithms and a layered structure.

5. Information about R and Rmetrics can be found at <http://cran.r-project.org> and at <http://www.rmetrics.org> respectively.

6. Beta excess return is the excess return of a specific asset less the average return of all assets in its beta portfolio for each trading date.
In this research, every expert is an ADT calculated with the training set which is a sequence of pairs as introduced in section 2.1. We refer to the sequence of experts by $\psi = \psi_1, \psi_2, \ldots, \psi_E$ where $E$ is the number of experts.

The outcome of expert $\psi_i$ at time $t$ is the prediction score $S_i^t$. In order to calculate the experts’ weight, we need to calculate the cumulative abnormal return of each expert $i$ ($\psi_i$) as:

$$\text{car}_i^t = \sum_{s=t+1}^{t} \text{sign}(S_i^s) \cdot r_s^i$$

where $t_1 = 0$, $t_i$ is the time step at which $\psi_i$ was added to the pool when $i > 1$, and $r_s^i$ is the abnormal return for expert $i$ at time $s$.

$\text{car}_i^t$ is a sum of random variables that are close to $\mathcal{N}(\epsilon, 1)$ where $\epsilon$ is the slight advantage that the expert has over random guessing. Our goal is to give higher weight to experts that have higher $\epsilon$. On the one hand, $\epsilon$ is masked by the noise, on the other hand, the noise increases only as $\sqrt{t}$ while the drift increases like $t$.

The weight of the first expert is:

$$w_1^t = \exp\left( C \cdot \text{car}_1^t \right)$$

where $C$ is an exogenous parameter.

The weight of expert $\psi_i$ at time $t$ where $t > t_i$ is:

$$w_i^t = I_i \cdot \text{ramp}(t - t_i) \cdot \exp\left( C \cdot \text{car}_i^t \right)$$

where $I_i = \frac{\sum_{j=1}^{i-1} w_j^{t_i}}{t_i}$ is the initial weight assigned to the new expert $i$ ($\psi_i$) and is the average weight of the previous experts at the time that the new expert is added ($t_i$), $\text{ramp}(t - t_i) = \min\left( \frac{t - t_i}{t_{i+1} - t_i}, 1 \right)$ is a function that brings in the new expert gradually, and $t_{i+1}$ is the time that the next expert is added.

The experts’ weight ($W_t$) is the result of weighting the answers of all the experts:

$$W_t = L_t - S_t$$

where the fraction of experts that suggest a long or short position is $L_t = \frac{\sum_{i | S_i^t > 0} w_i^t}{\sum_{i} w_i^t}$ or $S_t = 1 - L_t$, respectively. Therefore, $W_t \in [-1, +1]$ is also a trading suggestion to take either a long ($W_t > 0$), hold ($W_t = 0$) or a short position ($W_t < 0$).

The expert weighted cumulative abnormal return is:

$$\text{CAR} = \sum_t (W_t \cdot r_t - (W_t - W_{t-1}) \cdot tc)$$

where $tc$ are transaction costs.

We call this version of the algorithm as the “Base” version. Additionally, we include two variations of the algorithm where we modify the denominator of the weight functions as:
1. “Simple time adjustment” version where:

\[ w_i^1 = I_i \cdot \text{ramp}(t - t_i) \cdot \exp\left( \frac{C \cdot \text{car}_i^1}{t - t_i} \right) \]

\[ w_i^0 = \exp\left( \frac{C \cdot \text{car}_i^1}{t} \right) \]

2. “No time adjustment” version where:

\[ w_i^1 = I_i \cdot \text{ramp}(t - t_i) \cdot \exp\left( C \cdot \text{car}_i^1 \right) \]

\[ w_i^0 = \exp\left( C \cdot \text{car}_i^1 \right) \]

### 3.3 Layer 3: Risk management and optimization

An important aspect of the layered structure of the trading system is that the decision to trade is separated from the trade recommendation made by layers 1 and 2. While layer 1 and 2 suggest a preferred long or short position, layer 3 evaluates this position by considering market factors before taking an investment decision. Any trading system requires risk management rules, however they are difficult to include in the trading module itself, so it was easier to include them in an independent layer.

The risk management layer evaluates the strength of the trading signal \( W_i \) given by layer 2. As \( W_i \) is normalized between a completely short (-1) and completely long (1) position, the risk management system eliminates the trading signal that are not above (for long positions) or below (for short positions) a non-zero threshold \( \gamma_0 \). This parameter is fixed based on the information generated during the training and optimization stage.

A common complaint about automated trading systems is that they are not always profitable because market conditions change, and therefore what used to be adequate in certain period of time is not in another moment. In this respect, an indicator to evaluate the performance of an algorithm used by traders is the maximum drawdown \((D_{i,t})\) \[20\].\[47\]. This indicator defined for stock \( i \) over a period \( t - t_0 \) is:

\[ D_{i,t} \equiv \max(R_{i,t_x} - R_{i,t_y}|t_0 \leq t_x \leq t_y \leq t) \]

\( R_{i,t_x} \) and \( R_{i,t_y} \) are the accumulated return from time \( t_0 \) until time \( t_x \) and \( t_y \), respectively for stock \( i \). We denote the vector of the maximum drawdown for all stocks of our portfolio as \( D_t \). If \( D_{i,t} \leq \gamma_1 \) for a certain period of time (30 trading days), then the system holds its current position, and if \( D_{i,t-1} =\leq \gamma_1 \), the system liquidates the current stock position. If these conditions improve, the stock can be traded again. After the first thirty trading days, which is even part of the validation period, these rules are continuously applied. The rationality for the first risk management rule is very obvious: the trading system should not invest more in a strategy that has demonstrated to be unprofitable for a specific stock. Considering that the market conditions may change, the trading system only holds the position but does not liquidate it. If the situation is even worse, and if the maximum drawdown of a stock \( i \) is the maximum drawdown among all the selected stocks, the trading system liquidates the position. We think that with a large portfolio a relative indicator is useful because it incorporates market conditions. However, an additional rule, common among trading desks, is that the system stops trading or liquidates its current position when its return is below a certain nominal amount could also coexist with the above rules.

We also used the Sharpe ratio \((SR_t)\) and Sterling ratio \((St_t)\) to evaluate the risk-adjusted return of our experts. The Sharpe ratio is calculated as the mean of return divided by its standard deviation:

\[ SR_t \equiv \frac{\mu(R_t)}{\sigma(R_t)} \]

The Sharpe ratio could be very unstable for small return variances, and in a long period it cannot distinguish between shorter periods where there are large profits or losses. This is the reason that traders also incorporate the maximum drawdown in their risk analysis. The maximum drawdown helps to recognize those clusters of profits and losses that are undetected by the Sharpe ratio. In this respect, the Sterling ratio brings additional information that is not captured by the Sharpe ratio when it includes the maximum drawdown as its denominator and the mean of the return as the numerator:

\[ St_t \equiv \frac{\mu(R_t)}{D_t} \]

We calculated the Sharpe ratio and Sterling ratio on a monthly basis (20 trading days).

### 3.3.1 Optimization and training

We divided our time series between a training, validation, and test set. The training set was used to generate the first expert or ADT. The objective of the validation set is to choose the appropriate version of the expert weighting algorithm, and the optimal parameters \( C, \gamma_0, \) and \( \gamma_1 \). In section [5] we present the result of all the versions of the model for comparative reasons. Based on the initial expert, optimal parameters, and test set, we conducted the experiments that we describe in the next section.

The complete algorithm that includes the three layers of the trading system is presented in Figure [8].

### 4 Experiments

We selected a random sample of 100 stocks of the S&P 500 index with daily data from January 2001 through December 2004. For every stock we had a complete series of
car

Validation set is based on 100 trading days (10,000 observations). This dataset contains data from October 2000 to December 2002. We aggregated in one set the observations of all the stocks. So, our training set had 50,000 observations. In previous tests, we tried the generation of individual ADTs for each stock, however this solution used a significant amount of computer power and time, and the results were still very similar. We also think that a single tree for all stocks is richer than individual trees for each stock because the former captures the diverse patterns of each company.

Training set included two years (500 trading days). This calculation required about 540 trading days because of about 40 lagged values that were discarded. This dataset includes data from October 2000 to December 2002. We aggregated in one set the observations of all the stocks. So, our training set had 50,000 observations. In previous tests, we tried the generation of individual ADTs for each stock, however this solution used a significant amount of computer power and time, and the results were still very similar. We also think that single tree for all stocks is richer than individual trees for each stock because the former captures the diverse patterns of each company.

- Training set included two years (500 trading days). This calculation required about 540 trading days because of about 40 lagged values that were discarded. This dataset includes data from October 2000 to December 2002. We aggregated in one set the observations of all the stocks. So, our training set had 50,000 observations. In previous tests, we tried the generation of individual ADTs for each stock, however this solution used a significant amount of computer power and time, and the results were still very similar. We also think that a single tree for all stocks is richer than individual trees for each stock because the former captures the diverse patterns of each company.

- Validation set is based on 100 trading days (10,000 observations). This dataset includes data from December 2002 to May 2003.

- Test set had the remaining observations (411 trading days or 41,100 observations). This dataset includes data from May 2003 to December 2005.

We run our algorithm using a moving window of two years for training followed by about two months out-of-sample testing (50 days). We conducted our tests on a daily rollover basis. Even though we trained a new expert (ADT) only every 50 trading days, we tested the expert every day with the additional price information. The algorithm presented in Figure 5 reweighted the participation of each expert according to individual performance and time transpired since the initial training. Additionally, the risk management module would hold or liquidate positions when they were not profitable or became too risky.

The selection of 50 trading days between training periods was partially justified by the fact that using longer periods (100 days) or shorter periods (25 days) did not generate significant differences with the results obtained. However, the computational overhead was very important when the days between training were reduced. The training of every expert required about 45 minutes and the testing of every day lasted about two to three minutes with one expert and about eight to ten minutes with the eleven experts that we had in total.

We aggregated the daily results in 21 test sets (2,000 observations per set equivalent to 20 trading days) that we used to calculate the performance and risk indicators. The average of these results are presented in the next section. We ran the expert weighting algorithm using its three versions and the following values of the parameter C: 0, 0.05, 0.5, 1, 5, 10, 20, 30, 40, and 50. When C is 0 is equivalent to a simple average of all the experts. The threshold to eliminate very weak expert weights (γ0) is set to 0.20, and the threshold to restrict trading (γ1) is set to 0.

In this research we used all the investment signals described in the appendix.

**Figure 5. Forecasting and trading algorithm.**

---

### Input:
- Set of price series (close, open, high, and low), volume and beta excess return ($BXRET$)
- $r$ is number of different values of parameters to calculate investment signals
- $N$ is number of stocks to be selected from market
- $d$ is number of days between experts’ training
- $\gamma_0$ and $\gamma_1$ are thresholds to filter experts’ weight.
- $C$ is an exogenous parameter for expert weighting.

### Train with machine learning algorithm:
1. Select a representative sample of $N$ number of stocks from targeted market.
2. Calculate investment signals, and labels $a$ with basic parameters for a selected group of stocks.
3. Recalculate investment signals with $r$ variations of basic parameters, and include all of the investment signals as features in the training and test sets where the binary label is $y_i = sign(BXRET)$.
4. Integrate all the instances of the $N$ stocks in a single training and single test set.
5. Train an initial expert ($\psi_1$) with Logitboost. Every $d$ days train a new expert $\psi_t$. Call the sequence of experts as $\psi_1, \psi_2, \ldots, \psi_E$ where $E$ is the number of experts.
6. Every day recalculate test set and weight experts as in next steps.

#### Expert weighting algorithm (this part is simplified for one asset, even though can be extended to $N$ assets):

6. Calculate the weight of the first expert at time $t$ as $w_1^t = \exp \left( \frac{C \cdot car^t}{\gamma_0} \right)$ where:
   - $car^t_j = \sum_{t_0=t_{t+1}}^t sign(S_i^t) \cdot r_j$
   - $t_0 = 0$, $t_1$ is the time step at which $\psi_1$ is calculated when $i > 1$
   - $r_j^t$ is the abnormal return for expert $i$ at time $s$.
7. Calculate the weight of expert $\psi_t$ at time $t > t_1$ as $w_i^t = I_t \cdot \exp\left( \sum_{t_0=t_{t+1}}^t \frac{w_i^t}{1} \right)$ where:
   - $I_t = \sum_{t_0=t_{t+1}}^t w_i^t$ is the initial weight assigned to $i$ ($\psi_1$).
   - $ramp(t - t_1) \geq \min(\frac{t-t_1}{t_{i+1}-t_1}, 1)$
   - $t_{i+1}$ is the time that the next expert is added.
8. Calculate the experts’ weight as $W_t = L_t - S_t$ where $L_t = \frac{\sum_i S_i^{t} \geq 0 w_i^t}{\sum_i w_i^t}$ and $S_t = 1 - L_t$.

#### Risk management:

9. If $|W_t| < \gamma_0$, then $W_t = 0$
10. If for stock $i$, $D_{t, t-1} = \min(D_{t-1})$ then $W_{t, t} = 0$, else if $D_{t, t-1} < \gamma_1$ then $W_{t, t} = W_{t, t-1}$ where:
   - $D_{t, t} = \max(R_{t, t, t}, R_{t, t, t})$ (the maximum drawdown for stock $i$).
   - $R_{t, t, t}$ and $R_{t, t, t}$, and $W_{t, t}$ are the accumulated return from time $t_0$ until time $t_0$ and $t_0$, and experts’ weights for stock $i$ respectively.
   - $D_t$ is the matrix of maximum drawdowns for selected stocks.

#### Output:
- Expert weighted cumulative abnormal return for stock $i$ is: $CAR_i(t) = \sum_t (W_{t, t} \cdot r_i^t - (W_{t, t} - W_{t, t-1}) \cdot t_c)$ where $t_c$ are transaction costs for stock $i$.
We tested our results with transaction costs of $0, $0.001, $0.002, and $0.003 per stock. These values are realistic if we consider that ISLAND has the policy to pay a rebate of $0.002 per stock to the trader whose order was in the order books, and charges a rebate of $0.003 per stock to the trader that submitted the incoming order. Traders can use this policy in their favour and do not have to pay the full fee of $0.003. On the contrary, they can capture the rebate using only limit orders as the market maker strategy suggests. Even more, large brokerage firms have much lower direct transaction costs and the initial investment to trade becomes a sink cost that does not have a major impact in individual trades.

5 Results

Our results do not show major differences when the different values of C are used, in exception of cases when $C > 10$ where results often deteriorate. Hence, we present only the cases where $C = 1$ and $C = 0$ (simple average of experts). We also compare our results with a baseline alternative of buy and hold (B&H).

Figure 6 shows the annualised in-sample and out-of-sample CAR for all stocks by transaction costs for the “Base” version and with $C = 1$. These figures indicate that all the alternatives performed better than a simple B&H strategy. The validation or in-sample set was not profitable during the first two thirds of the trading period when transaction costs were $0.002$ and $0.003$. All of the alternatives, with the exception of B&H, recovered in the last period with the introduction of a second expert, and also when the algorithm has accumulated some additional information. At the end of this period, all of the alternatives show positive CAR (see Table 1).

Figure 6 also shows that all the alternatives of the out-of-sample group have positive CAR while the B&H alternative has negative CAR. Also all models show improvements until about half of the trading period or the end of the year 2004. Then, there is a decline and finally a smoother recovery. An explanation for these results is that the trading system was able to choose an adequate combination of experts that was efficient during a certain period of time. These experts became less efficient, and the incorporation of new experts and probably, new market conditions, led to the final improvement of the results. The above figures and Tables 1 and 2 indicate that an increase of $0.001$ in transaction costs when transaction costs are $0$ and $0.001$ represents about 3-6 percent points of differences in total and average CAR over the whole trading period. These results are even more evident with Sharpe ratios (see Table 3). The immediate explanation for these results is the high number of transactions required by the expert weighting algorithm. In this respect, one of the roles played by the risk management and optimization layer is to reduce the number of transactions to only those that seem to be profitable.

The Sterling ratio $^9$ in Table 4 shows sharper differences among the different versions of the model. While the Sharpe ratio is useful to compare the performance of each alternative over the complete trading period, the Sterling ratio, and specifically the maximum drawdown, seem to be more useful to capture high variations of risk-adjusted return inside each test set. For instance, the “No time adjustment” version of the model has a slightly higher return than the “Base” and “Simple” versions. However, this situation is mostly reversed with the Sterling ratio.

6 Final comments and conclusions

The trading system introduced in this paper generated positive abnormal returns for a large group of stocks. This trading system was able to obtain these results based on a machine learning algorithm that makes the prediction, a weighting algorithm that combines the experts, and a risk management layer that selects only the strongest prediction and avoids trading when there is a history of negative performance. Every component of the trading system is important to obtain positive abnormal returns, and brings some functionality that is completed by the rest of the layers. We find that boosting requires powerful control mechanisms in order to reduce unnecessary and unprofitable trades that increase transaction costs. Hence, the contribution of new predictive algorithms by the computer science or machine learning literature to finance still needs to be incorporated under a formal framework of risk management.

As part of the optimization of the trading system, we propose a method to simultaneously calculate the same features with different parameters, leaving the final feature selection to boosting. Many trader systems become very inefficient because they try all the parameters or are forced to select in advance parameters that are not adequate after a trading period. Our experiments show that the boosting approach is able to improve the predictive capacity when indicators are combined and aggregated as a single predictor. Even more, the combination of indicators of different stocks demonstrated to be adequate in order to reduce the use of computational resources, and still maintain an adequate predictive capacity.
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$^9$The in-sample Sterling ratio table is not included because an important part of its results are voided in order to calculate the maximum drawdown.
### Table 1. Cumulative abnormal return (%) by transaction costs with $C = 1$. CAR is calculated as weighted sum of profits of portfolio.

<table>
<thead>
<tr>
<th>Model</th>
<th>In-sample</th>
<th></th>
<th></th>
<th></th>
<th>Out-of-sample</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$0.003$</td>
<td>$0.002$</td>
<td>$0.001$</td>
<td>$0$</td>
<td>$0.003$</td>
<td>$0.002$</td>
<td>$0.001$</td>
<td>$0$</td>
</tr>
<tr>
<td>Avg.weight</td>
<td>3.15</td>
<td>4.80</td>
<td>6.34</td>
<td>8.19</td>
<td>7.41</td>
<td>7.62</td>
<td>11.98</td>
<td>18.01</td>
</tr>
<tr>
<td>Base</td>
<td>3.10</td>
<td>4.81</td>
<td>6.35</td>
<td>8.18</td>
<td>6.87</td>
<td>7.11</td>
<td>11.51</td>
<td>17.52</td>
</tr>
<tr>
<td>Simple</td>
<td>3.15</td>
<td>4.80</td>
<td>6.36</td>
<td>8.19</td>
<td>6.93</td>
<td>6.96</td>
<td>11.54</td>
<td>18.07</td>
</tr>
<tr>
<td>No adj.</td>
<td>3.10</td>
<td>4.65</td>
<td>6.40</td>
<td>8.02</td>
<td>7.04</td>
<td>8.26</td>
<td>11.68</td>
<td>19.46</td>
</tr>
</tbody>
</table>

### Table 2. Average annualised abnormal return (%) by transaction costs with $C = 1$. Average is calculated over the monthly in-sample (December 2002 to May 2003) and out-of-sample (May 2003 to December 2005) sets.

<table>
<thead>
<tr>
<th>Model</th>
<th>In-sample</th>
<th></th>
<th></th>
<th></th>
<th>Out-of-sample</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$0.003$</td>
<td>$0.002$</td>
<td>$0.001$</td>
<td>$0$</td>
<td>$0.003$</td>
<td>$0.002$</td>
<td>$0.001$</td>
<td>$0$</td>
</tr>
<tr>
<td>Base</td>
<td>11.82</td>
<td>16.09</td>
<td>20.20</td>
<td>26.61</td>
<td>6.36</td>
<td>6.63</td>
<td>9.56</td>
<td>13.97</td>
</tr>
<tr>
<td>No adj.</td>
<td>11.85</td>
<td>15.49</td>
<td>20.39</td>
<td>25.93</td>
<td>6.63</td>
<td>7.56</td>
<td>9.57</td>
<td>15.14</td>
</tr>
<tr>
<td>B&amp;H</td>
<td>−10.82</td>
<td>−10.59</td>
<td>−10.37</td>
<td>−10.14</td>
<td>−4.61</td>
<td>−4.61</td>
<td>−4.61</td>
<td>−4.61</td>
</tr>
</tbody>
</table>

### Table 3. Average Sharpe ratios by transaction costs with $C = 1$. Average is calculated over the monthly in-sample (December 2002 to May 2003) and out-of-sample (May 2003 to December 2005) sets.

<table>
<thead>
<tr>
<th>Model</th>
<th>In-sample</th>
<th></th>
<th></th>
<th></th>
<th>Out-of-sample</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$0.003$</td>
<td>$0.002$</td>
<td>$0.001$</td>
<td>$0$</td>
<td>$0.003$</td>
<td>$0.002$</td>
<td>$0.001$</td>
<td>$0$</td>
</tr>
<tr>
<td>Avg.weight</td>
<td>0.09</td>
<td>0.14</td>
<td>0.19</td>
<td>0.23</td>
<td>0.09</td>
<td>0.11</td>
<td>0.15</td>
<td>0.20</td>
</tr>
<tr>
<td>Base</td>
<td>0.09</td>
<td>0.14</td>
<td>0.19</td>
<td>0.23</td>
<td>0.09</td>
<td>0.10</td>
<td>0.14</td>
<td>0.19</td>
</tr>
<tr>
<td>Simple</td>
<td>0.09</td>
<td>0.14</td>
<td>0.19</td>
<td>0.23</td>
<td>0.09</td>
<td>0.10</td>
<td>0.15</td>
<td>0.20</td>
</tr>
<tr>
<td>No adj.</td>
<td>0.09</td>
<td>0.13</td>
<td>0.18</td>
<td>0.22</td>
<td>0.10</td>
<td>0.11</td>
<td>0.15</td>
<td>0.21</td>
</tr>
<tr>
<td>B&amp;H</td>
<td>−0.15</td>
<td>−0.15</td>
<td>−0.15</td>
<td>−0.15</td>
<td>−0.11</td>
<td>−0.11</td>
<td>−0.11</td>
<td>−0.11</td>
</tr>
</tbody>
</table>

### Table 4. Average out-of-sample Sterling ratios by transaction costs with $C = 1$. Average is calculated over the monthly out-of-sample (May 2003 to December 2005) sets.

<table>
<thead>
<tr>
<th>Model</th>
<th>$0.003$</th>
<th>$0.002$</th>
<th>$0.001$</th>
<th>$0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg.weight</td>
<td>0.07</td>
<td>0.08</td>
<td>−2.62</td>
<td>0.07</td>
</tr>
<tr>
<td>Base</td>
<td>0.34</td>
<td>−0.02</td>
<td>1.33</td>
<td>0.08</td>
</tr>
<tr>
<td>Simple</td>
<td>0.51</td>
<td>0.03</td>
<td>−4.41</td>
<td>0.08</td>
</tr>
<tr>
<td>No adj.</td>
<td>0.16</td>
<td>0.10</td>
<td>−0.15</td>
<td>0.06</td>
</tr>
<tr>
<td>B&amp;H</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Table 1. Cumulative abnormal return (%) by transaction costs with $C = 1$. CAR is calculated as weighted sum of profits of portfolio.

Table 2. Average annualised abnormal return (%) by transaction costs with $C = 1$. Average is calculated over the monthly in-sample (December 2002 to May 2003) and out-of-sample (May 2003 to December 2005) sets.

Table 3. Average Sharpe ratios by transaction costs with $C = 1$. Average is calculated over the monthly in-sample (December 2002 to May 2003) and out-of-sample (May 2003 to December 2005) sets.

Table 4. Average out-of-sample Sterling ratios by transaction costs with $C = 1$. Average is calculated over the monthly out-of-sample (May 2003 to December 2005) sets.
Figure 6. Cumulative abnormal return (CAR) by transaction costs with $C = 1$. CAR is calculated as weighted sum of profits of portfolio.
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Appendix. Investment signals for automated trading system

Technical indicators are statistics of the market that quantify market trends. Most technical indicators have been developed by professional traders using trial and error. It is common practice to use rules based on technical indicators to choose the timing of buy and sell orders. These rules are called buy and sell “signals”. In this work we use a combination of market indicators and trading signals. We define these indicators in this appendix and provide the basic intuition that motivates them. Throughout this section we assume a single fixed stock.

We start with some basic mathematical notation. We index the trading days by \( t = 1, 2, \ldots \). We denote by \( P_t^0, P_t^1, P_t^2, \ldots, P_t^P \) the open, adjusted close, unadjusted close\(^\text{10}\), high, and low price of the \( t \)-th trading day. We eliminate the lower index when we wish to refer to the whole sequence, i.e. \( P^c \) refers to the whole sequence \( P_1^c, P_2^c, \ldots \).

Many of the technical indicators incorporate time averages of prices or of other indicators. We use two types of time averages, the simple moving average and the exponentially weighted moving average.\(^\text{11}\) Let \( X \) denote a time sequence \( X_1, X_2, \ldots \). The simple moving average is defined as

\[
\text{SMA}_t(X, n) = \frac{1}{n} \sum_{s=0}^{n-1} X_{t-s},
\]

and the exponentially weighted moving average is defined as

\[
\text{EMA}_t(X, n) = \lambda \sum_{s=0}^{\infty} (1 - \lambda)^s X_{t-s}; \quad \lambda = \frac{2}{n + 1}.
\]

\(^\text{10}\) Unadjusted close prices are the actual published prices at the end of the trading day. The adjusted close price removes the effect of stock splits and dividend payments. Our goal is to predict \( P^c_t \), the adjusted close price.

A useful property of $\text{EMA}_t(X, n)$ is that it can be calculated using a simple update rule:

$$\text{EMA}_t(X, n) = \lambda X_t + (1 - \lambda)\text{EMA}_{t-1}(X, n).$$

We name as “rule” and follow by an identification number the most common rules associated with each indicator. Most of the buy and sell signals are generated when the value of an indicator crosses some threshold or the value of another indicator. The input to our learning system includes both signals and indicators. We use normalized indicators, by which we mean indicators whose value does not change if all the prices in the sequence are multiplied by a constant factor. This is important when working with adjusted stock prices.

Additionally, we recalculate a selected group of indicators and their rules with three different values of the main parameters that are close to the industry practice. So, our learning system should be able to select the optimal combination of indicators and parameters. Additionally, we include ratios of the indicators which generally are calculated as the indicator divided by its moving average. Most of these ratios are part of the trading rules. However, we include the ratios by themselves so that our learning system finds its own rules. Finally, there are indicators that do not have a specific trading rule such as the volatility and return indicators. We include several measures of volatility, so that our model is able to discover its own rules of risk management. These volatility measures are mostly based on GARCH models that we discuss next.

**GARCH**

ARCH and GARCH models have been widely used in finance literature to forecast volatility and assets’ return, especially since the volatility of assets return seems to be serially correlated. Engle [24] introduced the Autoregressive Conditionally Heteroskedastic (ARCH) model as a way to simulate the serial correlation of volatility. We follow Tsay [57] in describing the ARCH/GARCH models.

In essence, in ARCH models the price changes by a normal distribution with constant mean and time-varying variance. We denote by $r_t$ log-return on day $t$:

$$r_t = \log(p_{t+1}/p_t)$$

where $p_t$ is the price (at a specific time, usually the close price) on day $t$. At this moment, we are not considering transaction costs.

The ARCH($m$) model defines a stochastic process for generating the sequence of log-returns $r_1, r_2, \ldots$. The process is defined over the mean adjusted returns which are defined as $\tilde{r}_t = r_t - \mu$ where $\mu$ is the fixed mean return. The source of randomness is a sequence of “noise” random variables $\epsilon_1, \epsilon_2, \ldots$ which are chosen independently at random according to the distribution $N(0, 1)$. For $t = 1, 2, \ldots$

we compute the variance $\sigma^2_t(n)$ according to the formula

$$\sigma^2_t(n) = \alpha_0 + \sum_{i=1}^{m} \alpha_i \tilde{r}^2_{t-i} + \sum_{j=1}^{s} \beta_j \sigma^2_{t-j}(n)$$

assuming that $\alpha_0 > 0$, $\alpha_i \geq 0$, $\beta_j \geq 0$, and $\sum_{i=1}^{m} \alpha_i + \sum_{j=1}^{s} \beta_j < 1$. This last condition assures that the unconditional variance of $\tilde{r}_t$ is not infinite or $\tilde{r}_t$ is stationary, and its conditional variance changes over time ($\sigma^2_t(n)$). We calculate the one step ahead forecast of the log return $\hat{r}_{t+1}$, the volatility $\tilde{\sigma}^2_t$, and the Sharpe ratio ($\tilde{\sigma}^2_t)$ using the GARCH(1,1) model in the calculation of VAR using GARCH.

In the following table we describe the technical indicators. The parameters of each indicator are in parentheses. Most of the parameters used refer to the length of the period ($n$) selected to calculate the indicator. In case of exponential moving average, the parameter used is $\lambda$ which also depends of $n$. We have assigned parameters which are typically used in the industry for each indicator.

\[\text{12} \text{An ARMA(p,q) model to calculate } r_t \text{ has the following form:}\]

$$\hat{r}_t = \phi_0 + \sum_{i=1}^{p} \phi_i r_{t-i} + \alpha_t - \sum_{i=1}^{q} \theta_i \hat{r}^2_{t-i}$$
<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Calculation detail</th>
</tr>
</thead>
</table>
| **EMA**<sub>i</sub>(λ) | Exponential moving average of a time series \( P^c_t \). | \[
\text{EMA}(P^c_t, λ) = \frac{EMAX(λ) + EMAX^{med}(λ) + EMAX^{upp}(λ)}{3} \] where \( λ = 0.9, 0.84, \) and 0.78 |
| **rule1** - **rule4** | Exponential moving average to price \( (P^c_t, P^c_{med}, P^c_{typ}, P^c_{	ext{SN}}) \). |  |
| **SMA**<sub>i</sub>(n) | Simple moving average of the last \( n \) observations of a time series \( P^c_t \). | \[
\text{SMA}(P^c_t, n) = \frac{\text{SMA}_{t-1}(n)}{1/n} \] where \( n=10, 16 \) and 22 |
| **Boll**<sub>i</sub>(n) | Using the moving average or the median band \( \text{Boll}^n_t(n) \) as the reference point, the upper and lower Bollinger \( \text{Boll}^u_t(n) \) and \( \text{Boll}^l_t(n) \) respectively are calculated in function of \( s \) standard deviations. When price crosses above (below) the upper (lower) Bollinger band, it is a sign that the market is overbought (oversold). Technical analysts typically calculate Bollinger bands using 20 days for the moving average and 2 standard deviations. | \[
\text{Boll}^u_t(n) = \text{SMA}_t(n) + sσ^2_t(n) \] where \( s=2, n=20, 26 \) and 32 |
| **Mom** | Momentum: price \( (P^c_t) \) change in the last \( n \) periods. When it crosses above (below) zero, it indicates that trend is up (down). The default value of \( n \) is 12. | \[
P^c_t - P^c_{t-n} \] where \( n=12, 18 \) and 24 |
| **Mom** \( \text{EMA} \) | Momentum to \text{EMA} \( (\text{MOM}_t(n), λ) \) | \[
\text{MOM}_t(n) = \text{EMAX}(\text{MOM}_t(n), λ) \] where \( n=12, 18 \) and 24 and \( λ = 0.75 \) |
| **ACCEL**<sub>i</sub>(n) | Acceleration: difference of price change. The default value of \( n \) is 12. | \[
\text{ACCEL}_t(n) + 1 \leq 0 \] and \( \text{ACCEL}_t(n)+1 > 0 \) |
| **ROCs**<sub>i</sub>(n) | Rate of change: rate of change of \( P^c_t \). Technical analysts recommend using 10 periods to calculate this indicator. | \[
\frac{P^c_t - P^c_{t-n}}{P^c_{t-n}} \times 100 \] where \( n=10, 16 \) and 22 |
**MACD**<sub>1</sub>(<sup>s</sup>, <sup>f</sup>)

Moving average convergence divergence: difference between two moving averages of slow and fast periods (<sup>s</sup>, <sup>f</sup>). **MACD**<sub>1</sub>(<sup>s</sup>, <sup>f</sup>) is regularly calculated using 26 (<sup>s</sup>) and 12 (<sup>f</sup>) periods.

**MACDS**<sub>1</sub>(<sup>s</sup>, <sup>f</sup>, <sup>n</sup>)

MACD signal line: moving average of **MACD**<sub>1</sub>(<sup>s</sup>, <sup>f</sup>) of past <sup>n</sup> periods. A buy (sell) signal is generated when the **MACD**<sub>1</sub>(<sup>s</sup>, <sup>f</sup>) crosses above (below) the signal line or a threshold.

**RSI**<sub>1</sub>(<sup>n</sup>)

Relative strength index: compares the days that stock prices finish up against those periods that stock prices finish down. Technical analysts calculate this indicator using 9, 14 or 25 periods. A buy signal is when **RSI**<sub>1</sub>(<sup>n</sup>) crosses below a lower band of 30 (oversold), and a sell signal when **RSI**<sub>1</sub>(<sup>n</sup>) crosses above an upper band of 70 (overbought).

**FAST**%**K**<sub>1</sub>(<sup>n</sup>)

Percent measure of the last close price in relation to the highest high and lowest low of the last <sup>n</sup> periods (true range). Vector with low prices of last <sup>n</sup> periods

Vector with high prices of last <sup>n</sup> periods

**FAST**%**D**<sub>1</sub>(<sup>n</sup>)

Moving average of **FAST**%**K**<sub>1</sub>(<sup>n</sup>).

**SLOW**%**K**<sub>1</sub>(<sup>n</sup>)

Identically calculated to **FAST**%**D**<sub>1</sub>(<sup>n</sup>) using a 3-period moving average of **FAST**%**K**<sub>1</sub>(<sup>n</sup>).

**SLOW**%**D**<sub>1</sub>(<sup>n</sup>)

Moving average of **SLOW**%**K**<sub>1</sub>(<sup>n</sup>). Typically a period of 3 is used.

**rule10**

MACD trading rule

\[
\begin{aligned}
\text{Buy} & \quad \text{if } \text{MACD}_{t-1}(s, f) \leq \text{MACDS}_t(s, f, n) \\
\text{and } \text{MACD}_t(s, f) > \text{MACDS}_t(s, f, n) \\
\text{Sell} & \quad \text{if } \text{MACD}_{t-1}(s, f) \geq \text{MACDS}_t(s, f, n) \\
\text{and } \text{MACD}_t(s, f) < \text{MACDS}_t(s, f, n) \\
\text{Hold} & \quad \text{Otherwise}
\end{aligned}
\]

**EMAS**<sub>1</sub>(<sup>P</sup>_<sup>c</sup>, <sup>s</sup>) − **EMAS**<sub>1</sub>(<sup>P</sup>_<sup>c</sup>, <sup>f</sup>)

where <sup>f</sup> = 12, and <sup>s</sup> = 18, 24, and 30

**rule11**

RSI trading rule

\[
\begin{aligned}
\text{Buy} & \quad \text{if } \text{RSI}_{t-1}(n) \geq 30 \text{ and } \text{RSI}_t(n) < 70 \\
\text{Sell} & \quad \text{if } \text{RSI}_{t-1}(n) \leq 30 \text{ and } \text{RSI}_t(n) > 70 \\
\text{Hold} & \quad \text{Otherwise}
\end{aligned}
\]

Stochastic oscillator:

Compares close price to a price range in a given period to establish if market is moving to higher or lower levels or is just in the middle. The oscillator indicators are:

**FAST**%**K**<sub>1</sub>(<sup>n</sup>)

\[
\frac{p_{c_{t-n}} - \min(P^l_{n})}{\max(P^h_{t-n}) - \min(P^l_{n})}
\]

where <sup>n</sup> = 12, 18, and 24

**FAST**%**D**<sub>1</sub>(<sup>n</sup>)

\[
\text{SMA}_t(\text{FAST}\%\text{K}_1(n), 3)
\]

**SLOW**%**K**<sub>1</sub>(<sup>n</sup>)

Identically calculated to **FAST**%**D**<sub>1</sub>(<sup>n</sup>) using a 3-period moving average of **FAST**%**K**<sub>1</sub>(<sup>n</sup>).

**SLOW**%**D**<sub>1</sub>(<sup>n</sup>)

\[
\text{SMA}_t(\text{SLOW}\%\text{K}_1(n), 3)
\]

**rule12**

Fast stochastic trading rule

\[
\begin{aligned}
\text{Buy} & \quad \text{if } \text{FAST}\%\text{K}_{t-1}(n) \leq \text{FAST}\%\text{D}_t(3) \\
\text{and } \text{FAST}\%\text{K}_t(n) > \text{FAST}\%\text{D}_t(3) \\
\text{Sell} & \quad \text{if } \text{FAST}\%\text{K}_{t-1}(n) \geq \text{FAST}\%\text{D}_t(3) \\
\text{and } \text{FAST}\%\text{K}_t(n) < \text{FAST}\%\text{D}_t(3) \\
\text{Hold} & \quad \text{Otherwise}
\end{aligned}
\]

**rule13**

Slow stochastic trading rule

\[
\begin{aligned}
\text{Buy} & \quad \text{if } \text{SLOW}\%\text{K}_{t-1}(n) \leq \text{SLOW}\%\text{D}_t(3) \\
\text{and } \text{SLOW}\%\text{K}_t(n) > \text{SLOW}\%\text{D}_t(3) \\
\text{Sell} & \quad \text{if } \text{SLOW}\%\text{K}_{t-1}(n) \geq \text{SLOW}\%\text{D}_t(3) \\
\text{and } \text{SLOW}\%\text{K}_t(n) < \text{SLOW}\%\text{D}_t(3) \\
\text{Hold} & \quad \text{Otherwise}
\end{aligned}
\]

**slowKslowD**<sub>1</sub>(<sup>n</sup>)

**SLOW**%**K**<sub>1</sub>(<sup>n</sup>) to **SLOW**%**D**<sub>1</sub>(3)

\[
\text{SLOW}\%\text{K}_t(n) \\
\text{SLOW}\%\text{D}_t(3)
\]

**fastKfastD**<sub>1</sub>(<sup>n</sup>)

**FAST**%**K**<sub>1</sub>(<sup>n</sup>) to **FAST**%**D**<sub>1</sub>(3)

\[
\text{FAST}\%\text{K}_t(n) \\
\text{FAST}\%\text{D}_t(3)
\]
\[ WILL_t(n) \quad \text{Williams indicator: the calculation is similar to the stochastic oscillator with a scale from 0 to -100. It tries to capture moments when the market is overbought (0 - 20) or oversold (-80 - -100).} \]

\[ \hat{r}_t \quad \text{On balance volume: this indicator was developed by Granville to evaluate the impact of positive and negative volume flows.} \]

\[ \frac{\max(P_{h}^t) - P_{pc}^t}{\max(P_{h}^t) - \min(P_{l}^t)} (-100) \quad \text{where } n = 14 \]

\[ \text{rule14, Williams trading rule} \]

\[ \text{Buy if } WILL_{t-1}(n) \geq -20 \text{ and } WILL_t(n) < -80 \]

\[ \text{Sell if } WILL_{t-1}(n) \leq -20 \text{ and } WILL_t(n) > -80 \]

\[ \text{Hold Otherwise} \]

\[ MFI_t(n) \quad \text{Money flow index; measures the strength of money flow } (MFI) \text{ in and out of a stock. At difference of} \]

\[ RSI_t(n) \quad \text{which is calculated using stock prices, } MFI_t(n) \text{ is calculated using volume.} \]

\[ 100 - \frac{100}{1 + \frac{PMF_t(n)}{NMF_t(n)}} \quad \text{where:} \]

\[ n = 14 \]

\[ MFI_t = P_{tp}^t \cdot VOL_t \]

\[ PMF_t(n) = \text{SMA}_{n}(MFI_t, n) \text{ when } MFI_t > 0 \]

\[ NMF_t(n) = \text{SMA}_{n}(MFI_t, n) \text{ when } MFI_t < 0 \]

\[ VOL_t \text{ is volume of day } t \]

\[ PMF_t(n) \text{ is positive money flow} \]

\[ NMF_t(n) \text{ is negative money flow} \]

\[ \text{rule15, Money flow index trading rule. When } MFI_t(n) \text{ crosses above (below) 70 (30), this is a sign that the market is overbought (oversold).} \]

\[ \text{Buy if } MFI_{t-1}(n) \geq 30 \text{ and } MFI_t(n) < 30 \]

\[ \text{Sell if } MFI_{t-1}(n) \leq 30 \text{ and } MFI_t(n) > 70 \]

\[ \text{Hold Otherwise} \]

\[ \text{Volatility and return indicators:} \]

\[ CHV_t(n, n_1) \quad \text{Chaikin volatility: evaluates the widening of the range between high and low prices. This indicator also calculates the rate of change of the moving average of the difference between high and low prices. Chaikin suggests using 10 periods } (n_1) \text{ to calculate this indicator.} \]

\[ \text{where: } n = 14 \]

\[ EMA_t[(P_h^t - P_l^t), n] / EMA_{t-n_1}(P_h^t - P_l^t) - 1 \quad \text{where: } n_1 = 10 \]

\[ GKV_t \quad \text{Garman-Klass volatility: this is an extreme-value indicator proposed by Garman and Klass that takes into account intraday price range to calculate the variation of the stock price. According to Garman and Klass variance is minimized when } \alpha = 0.12. \]

\[ f \text{ is the fraction of the day that trading is closed. We use a value suggested by Rmetrics (0.19) which is about 4.5 hours.} \]

\[ \hat{r}_{t+1}, \sigma^2_t \quad \text{Next period return and volatility calculated using the } GARCH(1, 1) \text{ model.} \]

\[ \frac{\hat{r}_t}{\sigma^2_t} \quad \text{Risk adjusted return.} \]

\[ \text{Volume indicators:} \]

\[ OBV_t \quad \text{On balance volume: this indicator was developed by Granville to evaluate the impact of positive and negative volume flows. } OBV_t \text{ adds the volume when the close price has increased and subtracts it when the close price has decreased. A sign of market reversal is when } OBV_t \text{ diverges with the price movement.} \]

\[ \text{if } P_t^c > P_{t-1}^c \quad OBV_t = OBV_{t-1} + VOL_t \]

\[ \text{if } P_t^c < P_{t-1}^c \quad OBV_t = OBV_{t-1} - VOL_t \]
Accumulation/distribution line: this indicator was developed by Chaikin\(^1\) to evaluate the effect of accumulative flow of money of a particular security. \(ADL_t\) is calculated using the close location value \((CLV_t)\). This indicator compares the unadjusted close price with the range of prices for the same period without comparing with the previous period as the \(OBV_t\) does. \(ADL_t\) range is from -1 to +1, and zero is the central point. A positive value indicates buying pressure and a negative value indicates selling pressure. If there is an important positive (negative) divergence between the accumulation distribution line and the price, we have a bullish (bearish) signal.

Chaikin oscillator: this indicator was also developed by Marc Chaikin. The Chaikin oscillator is the \(MACD\) of the \(ADL\). This oscillator is the difference between a short and a long \(EMA\) of \(ADL\), \(n\) of the \(ADL\). The interpretation of this indicator is similar to the \(MACD\).

Chaikin volatility trading rule

\[
\sum_{t=1}^{n} CLV_t \cdot VOL_t
\]

where \(CLV_t = \frac{P_t - r_{t-1} - p_{t-1}}{r_{t-1} - p_{t-1}}\)

and \(n\) refers to the length of the time series.

\(n\) and \(PV_i\)

Negative and positive volume index: these indicators were introduced by Fosback\(^2\) as signals of bull markets. \(NV I_t\) \((PV I_t)\) concentrates on days when volume decreases (increases). The rationality is that “informed” investors take position on days when volume decreases, while the “uninformed” investors take positions on days when volume increases. \(NV I_t\) \((PV I_t)\) is calculated as the cumulative sum of \(ROC_i(n)\) when volume decreases (increases). Fosback maintains that there is 95% probability that a bull market is going to develop when \(NV I_t\) crosses above its one year moving average, and 67% probability of a bear market when \(PV I_t\) crosses below its one year moving average.

\[
\text{if } VOL_t < VOL_{t-1} \quad NV I_t = NV I_{t-1} + ROC_i(n)NV I_{t-1} \\
\text{if } VOL_t \geq VOL_{t-1} \quad PV I_t = PV I_{t-1} + ROC_i(n)PV I_{t-1}
\]

where \(n = 1\)

Negative volume index trading rule.

\[
\begin{align*}
\text{Buy} & \quad \text{if } NV I_{t-1} \leq \text{SMA}_i(NV I_t, l) \quad \text{and } NV I_t > \text{SMA}_i(NV I_t, l) \\
\text{Hold} & \quad \text{Otherwise}
\end{align*}
\]

Positive volume index trading rule.

\[
\begin{align*}
\text{Buy} & \quad \text{if } PV I_{t-1} \leq \text{SMA}_i(PV I_t, l) \\
& \quad \text{and } PV I_t > \text{SMA}_i(PV I_t, l) \\
\text{Sell} & \quad \text{if } PV I_{t-1} \geq \text{SMA}_i(PV I_t, l) \\
& \quad \text{and } PV I_t < \text{SMA}_i(PV I_t, l) \\
\text{Hold} & \quad \text{Otherwise}
\end{align*}
\]

\(PV_i(n)\)

Price-volume trend: this indicator is similar to \(OBV_i\). It calculates a cumulative total of volume where the portion of volume added/subtracted is given by the increase or decrease of close prices in relation to the previous period.

\[
\sum_{t=1}^{n} VOL_t \cdot ROC_i(n) \\
\text{where } n_1 = 1
\]

\(^1\)GARCH is also another indicator of volatility.